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Abstract—Examination of currently-accepted software cost, schedule, and defect estimation algorithms reveals a common acknowledgment that estimated software size is the single most influential independent variable. Unfortunately, “The most important business decisions about a software project are made at the time of minimum knowledge and maximum uncertainty.” This includes minimum knowledge and maximum uncertainty about a software product’s effective size at the time when most estimating is done. Further complicating the issue of estimate uncertainty, in the author’s opinion, is the lack of a commonly-accepted taxonomy. This paper proposes definitions for and the relationship between two key contributors to software size uncertainty: growth and estimation process variability, both being distributions, the dispersions of which decrease as a function of project progress.

1. INTRODUCTION

Purpose

This paper proposes definitions for and the relationship between two key contributors to software size uncertainty: growth and estimation process variability, both being distributions, the dispersions of which decrease as a function of project progress.

Scope

This paper focuses on handling size growth and variability with cost and schedule estimation methods that employ parametric estimating techniques; however, in the author’s opinion, these ideas could readily be extended to include any cost and schedule estimation method. The issues, assumptions, and propositions presented in this paper apply to all software development projects regardless of application domain or Software Development Life Cycle (SDLC) paradigm.

Background

Examination of currently-accepted software cost, schedule, and defect estimation algorithms reveals a common acknowledgment that assumed software size is the single most influential independent variable. It follows then that assumed software size has a significant impact on a given estimate’s quality or usefulness. Unfortunately, “The most important business decisions about a software project are made at the time of minimum knowledge and maximum uncertainty.”[6] This includes minimum knowledge and maximum uncertainty about a software product’s effective size at the time when most estimating is done [6]. Further complicating the issue of estimate quality, in the author’s opinion, is the lack of a commonly-accepted taxonomy.

1 © 2007 r2Estimating, LLC. All rights reserved.  
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2. RELEVANT TAXONOMY AND CONTEXT

Software Development Taxonomy
Terms defined.³

- Abstraction— A representation of an idea or concept expressed in a particular medium or language.
- Desire— A want or need.
- [Software] Requirements— An abstraction of a desire for which computer technology is thought to be a viable solution; the essence of a software product.
- Software— An abstraction of a desire expressed as instructions and data in a form that can be acted upon by a computer.
- Process— A set of actions or operations conducing to an end [5].
- Software Development Process— A generalized set of related activities that transform desires into software.
- Software [Development] Project— A specific instance of a software development process.
- Software Product— The primary (deliverable) result of a Software Development Project; the implementation of a software product.

Software Development Process Context
Figure 1 depicts the context of a software development process; i.e., how it interfaces with its environment. All instances of software development processes seek to transform software requirements into a software product. To accomplish this transformation, they consume energy in the form of labor (people doing work) from project initiation to project completion. Since no software development process is a perfect machine, it produces some amount of waste or entropy (undesired byproducts).

³ Term definitions extracted from [6].

Measuring the Software Development Process
The key to effectively and efficiently measuring the software development process is to pick measures that quantify the process’s connections to its surrounding environment. Just about any core set of software development process measures will include the following:

- Size— An abstraction’s mass, inertia, bigness (as it directly relates to the work that must be done).
- Duration— The elapsed calendar time between process initiation and process completion.
- Effort Cost, Staffing— People doing work during the software development process and their associated cost, over elapsed calendar time.
- Quality— Defect discovery and removal over elapsed calendar time.

A strong indication of the usefulness of these measures is the fact that they address the most frequently asked questions about software development projects:

- How big will the product be when delivered?
- How long is it going to take?
• How many people will be needed and when?
• How much will it cost?
• How reliable will the product be when delivered?

3. CONTRIBUTORS TO ESTIMATED SOFTWARE SIZE

Best Guess Size Estimate Defined

People generally think of software size as a count of the number of lines of code or the number of function points or some other sizing unit that will eventually be contained by a to-be-developed software product; this count representing some sort of best guess $S_M(s)$. Natural and relevant questions should include, “What considerations are included, what considerations are omitted, how confident are we in this best guess, how much uncertainty surrounds this best guess, and how might this best guess change over elapsed calendar time during the software development project?”

First of all, since we are concerned about how this best guess might change over elapsed calendar time we change our best guess representation to be a function of progress $S_M(s)$ where progress $s$ in this context is defined to be normalized earned value; i.e., the project starts at $s = 0\%$ complete and finishes at $s = 100\%$ complete [7].

Second, the mention above of confidence and uncertainty and the use of the term best guess implies something that has a stochastic nature; i.e., there exists a set (a distribution) of numerous possible outcomes, our best guess being but one element of this distribution. We therefore postulate that a well-formed estimate is specified in terms of a selected probability distribution and its attributes. It seems reasonable then to assume that our best guess represents some sort of central tendency of its associated distribution. It also seems reasonable to assume that this distribution is continuous rather than discrete. The next set of questions are, “What kind of distribution are we talking about (Uniform, Normal, Beta, Triangular, etc.), what are its attributes (location, dispersion, number of modes, skewness, kurtosis, etc.), and which form of central tendency does this best guess represent (mean, median, mode, other)?”

Distribution Functions—There has been and continues to be much debate over which distribution function best represents estimated software size uncertainty. The leading candidates for this honor are (in no particular order):

• Normal (Gaussian) Distribution
• Bi-Normal Distribution
• Triangular Distribution
• Beta (special case of a Weibull) Distribution

Location (Central Tendency)

We have already suggested that a best guess represents some sort of central tendency of its associated uncertainty distribution. Intuitively, of the three most common measures of central tendency (mean, median, and mode), it is the mode that seems to best represent the idea of a best guess. For example, I might say something like, “If I were to run this project many times (approaching infinity), I believe, based on what I know today, that a final size outcome of about 50,000 effective source statements would happen more times than any other final size outcome. In other words, approximately 50,000 effective source statements is thought to be the most likely or mode value of our size uncertainty distribution. It follows then that best guess and most likely are synonymous within the context of this discussion. Mathematically, this value is the global maximum of our size uncertainty distribution’s Probability Density Function (PDF).

Dispersion—Of the three most common measures of dispersion; mean deviation, interquartile range, and standard deviation $\sigma$; the latter is almost invariably used by statisticians [3]. It is defined as the square root of the second central moment $m_2$ (variance) which, in turn, is defined as the average of the squared deviations from the mean.

Modes, Skewness and Kurtosis—We make the simplifying assumption that the distributions representing element-level contributors to uncertainty are unimodal; however, combinations of multiple distributions can yield multimodal distributions.

Skewness (asymmetry to the left or right) and kurtosis (peakedness) are measured as functions of the third and fourth central moments $m_3$ and $m_4$, respectively. Skewness is presented here since most estimators agree that size uncer-

---

4 The author acknowledges that software size, being a count of something, could be viewed as discrete rather than as continuous; however, since the range of possible outcomes is relatively large and the resolution of possible outcomes is relatively fine, the author chooses to view the distribution as continuous.

5 Equations for these distributions and their attributes can be found at http://www.mathworld.wolfram.com.

6 Combines the left half of one Normal Distribution’s PDF having a standard deviation $\sigma_{Low}$ with the right half of another Normal Distribution’s PDF having a standard deviation $\sigma_{High}$ in order to model skewness using Normal Distribution math. Note that this distribution’s PDF is discontinuous at its mean.
variability distributions are asymmetric and tend to be right skewed (long tail on the right side of the PDF). Kurtosis does not seem to be too much of an issue at this point; however, as more data is collected that can be used to relate size estimates with size outcomes, it may become more relevant to describing the ideal size uncertainty distribution.

**Uncertainty Defined**

We now introduce an emerging model that defines the notion of uncertainty as a function of variability, risk, and opportunity [4] and use the following conceptual model as a guide for describing size uncertainty.

\[ U = \sum V + \left( \sum R - \sum O \right) \]  

(1)

where

- **U** = Uncertainty: a random variable representing the uncertainty about a particular value or metric, expressed as a probability distribution of possible outcomes.
- **V** = Variability: a random variable representing the impact on the particular value or metric by an event or events that will occur (probability of 1), expressed as a probability distribution of possible outcomes.
- **R** = Risk: a random variable representing the impact on the particular value or metric by a specific unfavorable event that may or may not occur (there exists some known probability of occurrence).
- **O** = Opportunity: a random variable representing the impact on the particular value or metric by a specific favorable event that may or may not occur (there exists some known probability of occurrence).

**Two Key Contributors to Software Size Estimate Uncertainty**

Within the software estimation community and its serviced stakeholder organizations, there has, for better or worse, evolved two sometimes complementary and sometimes conflicting terms: **size growth** and **size uncertainty**. We propose the following definitions for these two terms in the hope that some of the inherent conflict can be understood and minimized.

- **Size Growth**— Variability in the baseline estimated software size that results from a change in the common understanding of the required functionality and/or the context in which the software development project and its resultant software product exist. Note that we do not characterize size growth as a risk in our model. We assume that size growth will occur and that it embodies the impact of those events not yet known and specified (not yet characterized as risks/opportunities). Note also that we have narrowed the focus of the term size growth to one of a technological and programmatic nature. This definition implies the desirability to find some sort of growth factor function that can predict additional size and its associated uncertainty. As the project matures, we expect that risks and opportunities will become known and specified and, therefore, removed from consideration as a part of variability. This implies a desire to express growth factor as a function of progress on a given project.

- **Size (Estimation) Uncertainty**— Variability that results from the stochastic nature of human behavior and model behavior associated with the software size estimation process. Note that we have narrowed the focus of the term size uncertainty (hereinafter referred to as size estimation variability) to one of process rather than to one that could be assumed to encompass all estimated size uncertainty; i.e., size growth and size estimation variability are mutually exclusive. Size estimation variability is described by a specific distribution (including its attributes) of possible software size impacts given some common understanding of the required functionality and of the context in which the software development project and its resultant software product exist.

**Size Growth**—Software project management would be a whole lot simpler if we knew, from the beginning, precisely how big the software will end up being. Issues of efficiency would then be the sole source of cost and schedule uncertainty. Unfortunately, static software size is not reality. A rare project experiences no requirements changes and no expansion of scope. This is a serious issue since variations in software size have the single largest influence on software development time, effort, cost, staffing, and the number of delivered defects [6].

We have previously stated that size growth stems from context volatility. In order to understand these notions of size growth and context volatility we must understand its source.
If one were to solicit a list of things that cause software size to grow it might include some of the following:

- The customer doesn’t know what he/she wants.
- The customer doesn’t understand the problem.
- The mission has changed.
- The regulations that govern how this software should behave have changed.
- The vendor added a few extra features that he/she thought the customer would like.
- The vendor finished early so the customer and/or the vendor thought up a few things to add.

Analysis of the preceding list suggests the following possible organization of issues that influence software size growth:

- Operational Environment Volatility
- Essence (Requirements) Volatility
- Essence Understanding (Requirements Completeness and Correctness)
- Essence versus Implementation Correspondence

All of the preceding issues seem to fall into either the Technical or the Programmatic Risk Driver categories per [2].

We earlier suggested the desire for a growth factor function that can predict additional size as a function of progress on a given project. Analysis of some historical data (albeit of insufficient quantity to be statistically significant) suggests that this growth factor function $G(s)$ is linear and is approximately:

$$G(s) = 0.7(1 - s)$$  \hspace{1cm} (2)

For example, if we assume that a project’s normalized earned value when Software Requirements Analysis is complete (at Software Requirements Review or SRR) to be 13%, then:

$$G_{SRR} = G(13\%) = 0.7(100\% - 13\%) = 0.61$$  \hspace{1cm} (3)

Since we have already judged the issues impacting size growth to be technical or programmatic in nature, we assume that our size growth factor distribution can best be represented as a Triangular Distribution per [2] described by the parameter vector $\mathbf{G}(s)$:

$$\mathbf{G}(s) = \begin{bmatrix} L & M & H \end{bmatrix} = \begin{bmatrix} 0 & 0 & G(s) \end{bmatrix}$$  \hspace{1cm} (4)

where $L$ is the lowest conceivable growth factor value, $M$ is the most likely (mode) growth factor value, and $H$ is the highest conceivable growth factor value [8]. If our best guess of software size at SRR $S_{M,SRR} = 50,000$ effective source statements (based on the current common understand when Software Requirements Analysis is complete of the required functionality and of the current common understanding of the technology to be applied), then the size growth implication distribution is a Triangular Distribution described by the parameter vector $\mathbf{S}_{G}(s)$:

$$\mathbf{S}_{G}(s) = \mathbf{S}_{M}(s) \mathbf{G}(s) = \begin{bmatrix} 0 & 0 & S_{M}(s) \mathbf{G}(s) \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0.61 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 30,500 \end{bmatrix}$$  \hspace{1cm} (5)

The Probability Density Function (PDF) for a Triangular Distribution is given by:

$$P_{\text{Triangular}}(x) = \begin{cases} \frac{2(x-L)}{(H-L)(M-L)} & \text{for } x \in [L,M] \\ 1-\frac{2(H-x)}{(H-L)(H-M)} & \text{for } x \in [M,H] \end{cases}$$  \hspace{1cm} (6)

The Cumulative Distribution Function (CDF) for a Triangular Distribution is given by:

---

8 Note that this usage of the term Risk is not consistent with our uncertainty model but, rather, refers to terminology used in the cited document.
9 We choose to use this data anyway in order to facilitate describing a process, the results of which can be refined as more data becomes available. The assumed growth factor function is reasonably consistent with the chart in [11] p. 311.
10 Note that this example is consistent with the results documented in [8].
11 The results of [8] suggest $0 = L < M < H$. To preserve consistency with our system of distributions we have transformed the results in [8] to force $M = L = 0$ while maintaining the total area under the Triangular Distribution PDF.
The Probability Density Function (PDF) and the Cumulative Distribution Function (CDF) for the Triangular Distribution described by $S_{G_{SRR}}$ are graphed below in Figure 3 and Figure 4 respectively.

Size Estimation Variability—Because, until project completion, software size must be estimated, it follows that software size is uncertain, regardless of whether or not we recognize size growth. The very nature of the word estimate implies uncertainty. We assume uncertainty in this context to mean that there exists some distribution (with specific attributes) of possible software size outcomes. Therefore, in order to quantify size estimation variability we must define this distribution and its attributes. Size estimation process and model variability are best represented by a Normal (Gaussian) Distribution [2]. We assume, based on [8], a $(\pm 30\%)S_M(s)$ conceivable range of this distribution; conceivable being defined as $\pm 2.33\sigma$ (between the 1st to the 99th percentiles).

Continuing our example situation, if our best guess of software size at SRR is $S_{M,SRR} = 50,000$ effective source statements (based on the current common understanding when Software Requirements Analysis is complete of the required functionality and of the current common understanding of the technology to be applied), then the amount of additional estimated software size due to size estimation variability is a Normal Distribution described by the parameter vector $S_{EV}(s)$:

$$S_{EV}(s) = [\mu \sigma] = \begin{bmatrix} 0 \\ (30\%)S_M(s) \end{bmatrix} = \begin{bmatrix} 0 \\ (2)(2.33) \end{bmatrix}$$

where $\mu$ is the arithmetic mean of the distribution (in effective source statements) and $\sigma$ is the standard deviation of the distribution (also in effective source statements). Note that we specify $\mu$ to be 0 in order to center the distribution about 0, the left half (negative) representing size decrease due to estimation variability, the right half (positive) representing size increase due to estimation variability.

The Probability Density Function (PDF) for a Normal (Gaussian) distribution is given by:

$$P_{Normal}(x) = \frac{1}{\sigma\sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \text{ for } x \in (-\infty, \infty)$$

There exists no closed form representation of the Cumulative Distribution Function (CDF) for a Normal (Gaussian) Distribution; however, Microsoft® Excel contains a built-in approximation function for this purpose. Additionally, a reasonable second order polynomial approximation is given by:

$$D_{Triangular}(x) = \begin{cases} \frac{(x-L)^2}{(H-L)(M-L)} & \text{for } x \in [L,M] \\ 1-\frac{(H-x)^2}{(H-L)(H-M)} & \text{for } x \in [M,H] \end{cases}$$

(7)
\( D_{\text{Normal}}(x) \approx \)
\[
\begin{align*}
0.01 & \text{ for } x \in (-\infty, \mu - 2.33\sigma] \\
0.0903 \left( \frac{x - \mu}{\sigma} \right)^2 + 0.4207 \left( \frac{x - \mu}{\sigma} \right) + 0.5 & \text{ for } x \in [\mu - 2.33\sigma, \mu) \\
0.5 & \text{ for } x = \mu \\
-0.0903 \left( \frac{x - \mu}{\sigma} \right)^2 + 0.4207 \left( \frac{x - \mu}{\sigma} \right) + 0.5 & \text{ for } x \in (\mu, \mu + 2.33\sigma] \\
0.99 & \text{ for } x \in [\mu + 2.33\sigma, \infty)
\end{align*}
\]
(10)

The Probability Density Function (PDF) and the Cumulative Distribution Function (CDF) for the Normal Distribution described by \( S_{\text{EV} \cdot \text{SRR}} \) are graphed below in Figure 5 and Figure 6 respectively.

Combining Size Growth and Size Estimation Variability—Based on our definitions of size growth and of size estimation variability, we can sum our best guess size estimate \( S_M(s) \), our size growth, a Triangular Distribution described by \( S_G(s) \), and our size estimation variability, a Normal Distribution described by \( S_{\text{EV}}(s) \); the result being our estimated size distribution of unknown type and described by the parameter vector \( S(s) = [\mu \sigma] \), \( \mu \) being its arithmetic mean and \( \sigma \) being its standard deviation. In order to solve for \( \mu \) and \( \sigma \) we can take advantage of two statistical theorems as described in [3] and [1], one for expectation \( E \) that yields \( \mu \) and one for variance \( V \) that yields \( \sigma^2 \). Each can be applied to a series of independently\(^\text{12}\) distributed random variables \( X_i \):

\[
E \left( \sum_{i=1}^{n} X_i \right) = \sum_{i=1}^{n} E(X_i)
\]
(11)

and

\[
V \left( \sum_{i=1}^{n} X_i \right) = \sum_{i=1}^{n} V(X_i)
\]
(12)

Given the three contributors to our size estimate (the two random variables assumed to be independent) \( S_M(s) \), \( S_G(s) \), and \( S_{\text{EV}}(s) \):

\(^{12}\) Independence is a necessary prerequisite for the variance theorem; however, it is not a necessary prerequisite for the expectation (mean) theorem.
\[
\mu_{S_M(s)} = S_M(s) \\
\mu_{S_G(s)} = \frac{0 + S_M(s)G(s)}{3} \\
= \frac{S_M(s)G(s)}{3} \\
\mu_{S_{ev}(s)} = 0 \\
\therefore \mu_S(s) = S_M(s) + \frac{S_M(s)G(s)}{3} \\
= \frac{S_M(s)(G(s) + 3)}{3} \\
\text{(13)}
\]

and

\[
\sigma_{S_M(s)} = 0 \\
\sigma_{S_G(s)} = \sqrt{\frac{L^2 + M^2 + H^2 - LH - LM - MH}{18}} \\
= \sqrt{\frac{(S_M(s)G(s))^2}{18}} \\
\sigma_{S_{ev}(s)} = \frac{(30\%)S_M(s)}{(2)(2.33)} \\
\therefore \sigma_S(s) = \sqrt{\frac{(S_M(s)G(s))^2}{18} + \left(\frac{(30\%)S_M(s)}{(2)(2.33)}\right)^2} \\
\text{(14)}
\]

Continuing our example size estimate taken at SRR where our best guess \( S_{M,SRR} = 50,000 \) and our size growth factor \( G_{SRR} = 0.61 \):

\[
S_{SRR} = \frac{\left[ S_{M,SRR}(G_{SRR} + 3) \right]}{3} \\
\left\{ \left[ \frac{S_{M,SRR}G_{SRR}}{18} + \frac{(30\%)S_{M,SRR}}{(2)(2.33)} \right] \right\}^{\frac{1}{2}} \\
\therefore S_{SRR} = \left[ \frac{50,000(0.61 + 3)}{3} \right] \\
\left\{ \left[ \frac{(50,000)(0.61)^2}{18} + \frac{(30\%)(50,000)}{(2)(2.33)} \right] \right\}^{\frac{1}{2}}
\text{(15)}
\]

We now know the mean or expected value (60,167 effective source statements) and standard deviation (7,877 effective source statements) of the statistical sum of the three contributors to our size estimate. If this were one small component in a larger whole consisting of many components, then we could take advantage of the Central Limit Theorem “which states that the sum of a large number of independent random variables will be approximately normally distributed almost regardless of their individual distributions.”[3] Unfortunately, we don’t have a large number of independent random variables in this example; thus, if we wish to extract probability / confidence information from our size estimate distribution, we are left with a problem that is best solved by Monte Carlo or similar techniques, the results of which are shown in .

Figure 7: PDF of Size Random Variable \( S_{SRR} \)

Figure 8: CDF of Size Random Variable \( S_{SRR} \)
4. SUMMARY AND CONCLUSION

Purpose Revisited

This paper proposed definitions for and the relationship between two key attributes of software size estimates: growth and estimation process variability, both being distributions, the dispersions of which decrease as a function of project progress.

Areas for Further Study

The following are suggestions for furthering the discussion of software size growth and uncertainty:

- Collect more (and more continuous) size estimation data and use it to strengthen size growth factor functions.
- Investigate making the size estimation variability distribution be triangular or beta with right skew rather than Gaussian to account for estimator bias toward optimism.
- Investigate making the conceivable range of the size estimation variability distribution be a function of project progress (i.e., factor in the notion of project maturity and associated learning).
- Investigate relevant methods and techniques, avoiding simulation, that provide probability / confidence information from distributions that are the statistical sum of a small number of constituent distributions (i.e., the resulting distribution is unlikely to be a Normal Distribution).
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